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tThe advent of national-s
ale "Computational Grid"infrastru
tures has helped deploy advan
ed servi
es,beyond those taken for granted in today's Internet,su
h as: remote a

ess to 
omputers, wide area re-sour
e management, authenti
ation, and dire
toryservi
es, thus enabling a

ess and utilization of a va-riety of heterogeneous resour
es distributed over mul-tiple domains. The availability of these servi
es rep-resents an opportunity to implement advan
ed ser-vi
es utilizing these basi
 Grid servi
es. In this pa-per, we explore issues related to de�ning servi
es thatare based on e
onomy and �nan
ial models in order toen
ourage further resour
e sharing among the admin-istrative domains while also 
onsidering 
ommodityPC's that are part of todays Internet. We propose anextendable ar
hite
ture, The Grid E
onomi
 EngineDire
tive (Greed), that allows integration of variouse
onomy models within the same framework, expos-ing the servi
es through se
ure proto
ols and poli
ies.The servi
es provided by this framework in
lude, forexample, a bartering servi
e, a bidding servi
e, anda trading servi
e. We intend to develop 
omponentsthat 
an be integrated within a 
ustomizable Por-tal simplifying a

ess to many of the servi
es andpropose to integrate the Greed e
onomi
 middlewareinto the existing Globus meta
omputing toolkit, thusenabling the appli
ation of e
onomi
 paradigm to theGlobus Computational and Data Grids. We further

illustrate the appli
ability of the proposed Greed ser-vi
es by building a prototype business model as ahigher-level appli
ation, using the e
onomi
 middle-ware.Keywords: Grid, Computational E
onomy, Com-modity Computing, Data Grids1 Introdu
tionUsing e
onomy based models to gain a

ess to re-mote resour
es is not a new 
on
ept in a Grid basedenvironment. Renting, Leasing, and establishing 
on-tra
ts between the appli
ation users and super
om-puting 
enters based on the usage of 
ompute timeis a well known fa
t. In the last de
ade, the s
ien-ti�
 super
omputing 
enters have experimented with
ombining their 
omputational resour
es in order tobuild meta
omputing systems1. These have been ex-tended to in
lude many other resour
es su
h as net-works and storage systems. This integrated agglom-eration of resour
es is today referred to as the Grid.We foresee the advantage of designing Grid servi
esthat allow the integration of e
onomy models withinthe 
on
ept of resour
e sharing. Introdu
ing su
he
onomy models have multiple bene�
ial aspe
ts, in-
luding better utilization of the resour
e, and the mo-1�Grid Environments are often referred to as �Meta
om-puting Systems� or �Wide Area Distributed Systems�. In thispaper, we will use these terms inter
hangeably.1



tivation for integration of resour
es by providers thattraditionally are not parti
ipating in the Grid.Due to the heterogenous nature of the demandsbetween users and the o�ers provided by resour
eproviders, we suspe
t that multiple e
onomy mod-els should be supported in su
h a grid environmentto ease the di�eren
es between supply and demand.Before we des
ribe the ar
hite
ture in more detailin a later se
tion, we �rst present a variety of e
on-omy models that we 
onsider for integration. Someof these e
onomy models are today already used su
-
essfully on the Internet. Nevertheless, an integratede
onomy-based servi
e that provides the ability forex
hanging Grid spe
i�
 servi
es and resour
es hasyet to be de�ned.2 E
onomi
 ModelsThe real world is replete with a variety of e
onomi
and business models, suited for various purposes. Notall of them are appli
able in a meta
omputing envi-ronment. In this se
tion, we will dis
uss those mod-els that are appli
able to the Grid environment. Wehave attempted to 
lassify the various models intobroad 
ategories su
h as market model, 
ommunitymodel, et
., by 
iting popular example implementa-tions of these models. Figure 1 represents a sample
lassi�
ation of the 
ommunity based model and itsvarious implementations. A similar stru
ture appliesto market models and various others.2.1 Taxonomy of E
onomy Modelsappli
able to Meta
omputing1. Ownership / Shareholders - The simplestmodel is the total ownership of a resour
e bya resour
e provider. Appli
ation users have toapply to the resour
e owner in order to negoti-ate the terms of usage of this resour
e. In 
ase aresour
e is owned partially amongst a group ofresour
e providers, appli
ation users may negoti-ate with a resour
e provider for obtaining partiala

ess or with the group to obtain full a

ess tothe resour
e for a fra
tion of its use. Examples

for su
h ownership models are industry and re-sear
h based super
omputing 
enters.2. Market Model - In a market model owners ofresour
es advertise their abilities on a market towhi
h 
onsumers are attra
ted based on the vari-ety of o�ers and the 
onsumer's ability to 
hoosefrom a variety of alternative sour
es. Usually a�xed or approximate ex
hange is determined be-fore the servi
e is o�ered in the market. Havinga market and a value atta
hed with resour
esmay simplify the 
ontra
t and negotiation phaseof ex
hanging heterogenous resour
es. Examplesare the JavaMarket [9℄, POPCORN [18℄ market,et
.3. Au
tion Model - An au
tion [16℄ is a varietyof servi
es that are o�ered to the highest bid-der. Au
tion and bidding strategies for loadbalan
ing have been used quite predominantlyin earlier resear
h in lo
al area distributed sys-tems [20℄. Re
ent appli
ations of au
tioningand bidding in
lude popular 
ommer
ial systemssu
h as: amazon.
om [1℄ and eBay [3℄. Thesestrategies have been quite su

essful in earlierattempts and 
an be extrapolated to a meta-
omputing s
enario where resour
e owners and
onsumers au
tion and bid servi
es.4. Tender Model - A business entity (
onsumer)that requires a parti
ular servi
e pla
es a spe
i�-
ation of its requirements whi
h in
ludes a pri
equote. In response to this, servi
e providers sub-mit their tenders attempting to mat
h the spe
-i�
ations. The 
onsumer sele
ts the best 
andi-date from among the tenders submitted, whi
h
ould be the servi
e provider that 
harges theleast amount of money and also satis�es all ofthe 
onstraints mentioned in its spe
i�
ation.5. Community Model - The most su

essfulmodel today in the Internet to mobilize resour
esto build large 
ommunity 
lusters is based on thefa
t that a 
ommunity is established through a
ommon bene�
ial task to be solved. Providers
ontribute their resour
es voluntarily as they2
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Figure 1: A sample E
onomi
 Model
onsider it bene�
ial to parti
ipate in this 
om-munity a
tivity. Su

essful examples for this a
-tivities are seti�home [8℄, entropia.
om [5℄, andthe Condor [2℄ system.2.2 A Case for the E
onomi
 PortalIn this se
tion, we will present a 
ase for the needfor an e
onomi
 portal. In Figure 2, we des
ribe theessential ar
hite
ture for the e
onomi
 portal. Wepropose that the e
onomi
 portal abstra
ts the vari-ous implementations that are based on multiple e
o-nomi
 models, thereby providing a uniform interfa
eand a

ess to di�erent implementations.1. From the dis
ussion above and from Figure 1,it is evident that various models have their as-so
iated merits and appli
ation domains whi
hmake them indispensable. Supporting just onemodel would restri
t us to a parti
ular domainof appli
ations whi
h is not desirable. Thus itwould be bene�
ial if we had a generi
 implemen-tation that supported multiple e
onomi
 modelsthereby fa
ilitating a wider range of appli
ations.2. Also evident from Table 1 is the overlapping na-ture of these e
onomi
 models. We 
an easily
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Figure 2: E
onoPortal - The E
onoGrid Portal pro-vides a

ess to various e
onomy models that allow
onsumers and produ
ers to de
ide whi
h model isbest suited for their appli
ation or their resour
e 
on-tribution.predi
t that these models have inherent similar-ities that 
an be tapped in order to 
onstru
t ameta-model.3. Another advantage of this approa
h is the portalit provides for servi
e providers and 
onsumers.The portal would 
hannelize a

ess to variouse
onomi
 models. Servi
e providers and 
on-sumers 
an 
hoose models that are bene�
ial totheir purposes. For example: a servi
e providermight de
ide to 
ontribute his resour
e to an im-plementation based on the au
tion model, at-tempting to pro�t from user bids. Likewise, a
onsumer 
an 
hoose a model best suited for hispurpose. Thus, with this approa
h, both partiesare provided with the freedom to sele
t the e
o-nomi
 models based on their 
urrent needs andpreferen
es.4. As use of this approa
h progresses, the portal
an transform into an intelligent system, sug-gesting various implementations automati
ally3



E
onomy Model Condor Seti�Home entropia.
om JavaMarket eBaytotal ownership X X X Xau
tion Xidealisti
 
ommunity X X Xregulated e
onomy X X X Xmarket model X XTable 1: Taxonomy of Grid based E
onomi
 models.based on 
onsumer and servi
e provider prefer-en
es.5. Yet another feature is the s
alability of thee
onomi
 portal. As further implementationsevolve, they 
ould be easily plugged into the por-tal.2.3 Advantages of E
onomi
 ModelsThe advantages of applying e
onomi
 models to re-sour
e management in a Grid environment are as fol-lows:� Competitive approa
h - Traditionally, dis-tributed systems have followed a �Cooperativeapproa
h� to resour
e management, whereinnodes intera
t with ea
h other in a 
oopera-tive manner in order to improve system through-put, performan
e and resour
e sharing. Ea
hnode is 
on�gured to improve the entire system'sthroughput; Whereas a 
ompetitive approa
h toresour
e management introdu
es the notion of
ompetition among the nodes, wherein a node'sprimary intent is to in
rease its own throughputor pro�t. Ea
h node, thus behaves in a sel�shmanner trying only to maximize its own pro�t.The argument that goes in favor of a 
ompeti-tive approa
h is: sin
e every node is 
on
ernedwith its own pro�t, this inherently improves thesystem throughput as a whole [20℄.� Motivation for 
ollaboration - One of theother problems to be addressed is that of mo-tivation for 
ollaboration. Most systems assumethat nodes 
an asso
iate and help ea
h other,but the question is, "Why should they help ea
h

other? What is in it for them?". Di�erent sys-tems have di�erent approa
hes. For example,systems that follow a �Community model�, sayCondor, follows the poli
y, "If a ma
hine 
on-tributes its resour
es to the pool, it 
an in turnre
eive servi
e". Another approa
h is the intro-du
tion of "Computational E
onomy". A strongmotivating fa
tor is the asso
iation of monetarygain in return for servi
e provided.2.4 Disadvantages of E
onomi
 Mod-elsImplementing an e
onomy based market model onthe shoulders of the unique user 
ommunity of s
ien-ti�
 appli
ations may pose 
ertain risk fa
tors whi
hhave to be 
onsidered in order to be able to 
ontinuepursuing s
ienti�
 explorations and free resear
h.� Hinders Basi
 Resear
h - One of the prob-lems to note is that an introdu
tion of moneybased servi
es may pose a danger to basi
 re-sear
h programs. These resear
h programs (
re-ation of Internet, for example) are often initiatedwith long term goals that are not ful�lled or 
on-sidered by many market oriented goals. Puttingin the foreground a short term �marketable� goalmay eliminate an advan
e altogether due to la
kof funds that has to be provided over a long pe-riod of time.� Monopoly - Another important aspe
t is theinherent possibility of monopolies that 
an 
on-trol the pri
e of a parti
ular resour
e or servi
e.If an e
onomy based model is implemented amonopoly on servi
es and resour
es should be4



prevented so that �arbitrary-pri
e-forwarding� to
onsumers 
an be avoided.3 A Greedy Grid3.1 Motivation for GreedAppli
ation of e
onomi
 prin
iples to meta
omputingenvironments is still in its embryoni
 stages. Therehave been a 
ouple of proposals and implementationssu
h as: GRACE [11℄, JavaMarket, et
. Most of theseapproa
hes apply e
onomi
 prin
iples only to the jobexe
ution environment, and follow spe
i�
 e
onomi
models. In our approa
h, we provide a generi
 frame-work en
ompassing popular e
onomi
 models appli-
able to the meta
omputing s
enario and apply e
o-nomi
 
on
epts uniformly to all grid related servi
es.3.2 The Globus PhilosophyGlobus [6℄ builds the fundamental te
hnology ne
es-sary for building 
omputational grids. The Globusmeta
omputing toolkit2 
omprises of a set of mod-ules, ea
h of whi
h provides an interfa
e that higher-level layers 
an invoke. Globus thus provides a me
h-anism for building various higher-level servi
es basedon low-level me
hanisms. The toolkit 
ontains ofmodules supporting (Figure 3): Resour
e Manage-ment (GRAM); Communi
ation (Nexus); Se
urity(GSI); Uni�ed Resour
e Information Servi
e (GRIS);Remote Data A

ess (GASS); Exe
utable Manage-ment (GEM).GRAM provides an interfa
e to lo
al resour
e man-agement strategies (like Condor, loadleveler, LoadSharing Fa
ility - LSF, et
); Nexus provides a uni-form interfa
e to a diverse set of 
ommuni
ationproto
ols (like UDP, TCP, et
); GSI, Globus Se
u-rity Infrastru
ture, provides APIs for authenti
ation;GRIS provides tools for information publishing, re-trieval and a

ess; GASS, Globus a

ess to se
ondarystorage, provides uniform a

ess to se
ondary stor-age devi
es in a meta
omputing environment; GEM,2We use the terms �toolkit�, �framework� and �middleware�inter
hangeably.
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Figure 3: Globus Toolkit with E
onomi
 Additions.Globus Exe
utable Management, provides APIs forexe
utable staging [10℄.3.3 Greed OverviewFollowing the above mentioned Globus ar
hite
ture,it is evident that if we wished to in
orporate e
onomi

onsiderations into the Grid 
omputing environment,it should be done in su
h a way as to abide by thespirit of the existing infrastru
ture. Globus stressesmore on providing a uniform interfa
e for a servi
eso that various implementations 
ould 
oexist har-moniously. Our implementation of a �Greedy Grid�takes into 
onsideration this ar
hite
ture of Globus,whi
h implies that it would take its pla
e as a modulein the Globus toolkit, providing a uniform interfa
efor multiple e
onomi
 model implementations.In (Figure 3), we show the e
onomi
 in
lusionsinto the existing Globus infrastru
ture. The rele-vant module for e
onomi
s in the Globus toolkit isGreed, The Grid E
onomi
 Engine Dire
tive. Thisideally en
ompasses and abstra
ts the various 
om-putational e
onomi
 issues that are involved in thevarious models, su
h as: the market model, the 
om-munity model and the ownership model, thereby pro-viding a generi
 interfa
e. In the higher level servi
es,we show various implementations 
urrently availablethat are based on various e
onomi
 models.The real world is so diverse in that, it has evolvedfrom a simplisti
 �Bartering� approa
h to sophisti-
ated appli
ations su
h as sto
k markets and au
tion,whi
h are inherently 
omplex. It would not be real-isti
 to generalize all of these 
omplex models. As5



a starting point, we 
onsider those e
onomi
 modelsthat are appli
able to the meta
omputing environ-ment (Figure 2), and have proven to be su

essful;attempt to generalize the 
on
epts involved; abstra
tout the 
ommon features; provide for possible en-han
ements as additional models are 
onsidered.3.4 The Greed FrameworkWe now 
onsider several metri
s to analyze the vari-ous e
onomi
 models, in order to build a framework. � Pri
ing Strategy1. Entities to be pri
ed - The most im-portant aspe
t of the pri
ing strategy isde
iding what to pri
e or estimate. In aGrid based resour
e management environ-ment there are a variety of entities that pro-du
ers and 
onsumers would like to shareamong themselves. For example: CPU 
y-
les, Storage spa
e, Transfer Bandwidth,Amount of time the resour
e is required, Se-
ure transa
tions, A

ess to parti
ular soft-ware (PUNCH [7℄ like systems), et
.2. Cost of a parti
ular servi
e - How doesone de
ide the 
ost of a parti
ular servi
e?More pre
isely, �What is the 
ost per unitof storage?� or �What is the 
ost per unitof CPU time?�. �Is there a 
entral en-tity that de
ides the pri
e of a parti
ularservi
e?� or �Are pri
es de
ided more ona supply-demand-infrastru
ture basis, i.e.,�Is the pri
e of a servi
e di
tated by theavailability or non-availability of it?�. Asupply-demand s
enario in a Grid environ-ment would mean a dynami
 self-stabilizingsystem that adjusts itself based on the mar-ket needs. There are several strategies tode
ide the pri
ing models. For example, the�Ex
hange based e
onomy� and the �Pri
ebased e
onomy� [21℄.� Plan Generation

1. Cost S
heme - This would involve devis-ing a 
ost s
heme for the servi
e. Typi
ally,the requirements and 
apabilities would beprepro
essed through the e
onomi
 enginein order to generate a 
ost plan. The re-quirements and 
apabilities 
an be spe
i-�ed in a resour
e des
ription language, forexample: a 
lassi�ed advertisement, Clas-sAd [15℄ (from Condor). A typi
al 
apa-bility statement of a servi
e provider, say astorage servi
e provider, 
ould be, �
apabil-ity = storagespa
e < 20G && avgrdband-width < 100K�. A 
ost plan for the abovementioned statement would be the (
ost perunit storagespa
e * 20G) + (
ost per unitavgrdbandwidth * 100K).2. Dis
ount - As part of the plan generationthe e
onomi
 engine 
ould also spe
ify dis-
ount strategies to enhan
e pro�t. Thesedis
ount strategies 
ould be based on pasttransa
tions and histori
al data.� TradingThis should en
ompass and generalize the trad-ing methodologies involved in the various e
o-nomi
 models. For example: The manner inwhi
h servi
e providers announ
e their pri
e(tender model, au
tion model, market model);The manner in whi
h 
onsumers submit theirbids / tenders; Mat
hing providers spe
i�
a-tions with that of the 
onsumers. The abovementioned items vary signi�
antly among e
o-nomi
 models. For example, the pri
e announ
-ing s
heme in a market model is to have servi
eproviders report their pri
es to a 
entral market;In an au
tion model, the au
tioneer announ
esthe pri
e by requesting bids from 
onsumers, et
.� NegotiationThe Greed framework in the servi
e providerand the requester would be tuned towards max-imizing the pro�t for either side. The servi
eprovider attempts to maximize the pro�t by in-
reasing the 
ost while the servi
e requester at-tempts to maximize the pro�t by minimizing the6




ost. Obviously there has to be some interme-diary 
ost s
heme that is mutually a

eptable.There are a variety of s
hemes proposed in theliterature on pri
e negotiations. A strategy thatis suited to the Grid environment is the biddings
heme.� A

ountingSome of the details in a

ounting in
lude:Maintaining information about ea
h transa
tion;Tra
k depletion of resour
e / servi
e; Monitorthe ratio of resour
e usage to pro�t gained; Mon-itor funds availability from a servi
e 
onsumerperspe
tive (maintain balan
es); Che
k if moneypre-paid equates to the servi
e delivered; payba
k if not; Strategies for Billing and Payment.� Ele
troni
 Curren
yThe moment we introdu
e e
onomi
 models, wehave to introdu
e the notion of money. Initially,in the real world e
onomi
 model, there was bar-tering, but that was soon repla
ed by the notionof money due to problems asso
iated with bar-tering su
h as: mapping servi
es as equivalent.We have to address the following, among oth-ers [12℄: How to represent money in the digitalenvironment: E-
ash [4℄, Net
ash [17℄; For thissystem to be valid, both parties should be ableto trust the 
urren
y supplied; Obtaining Digi-tal 
urren
y - Third parties or Banks - provideinsuran
e; These digital 
urren
ies 
ould be dig-ital 
erti�
ates that are duly signed by an entitytrusted by both parties.� Quality of Servi
eE
onomi
 models be
ome more signi�
ant whenquality of servi
e requests are pla
ed. In su
h
ases, servi
e providers 
an 
harge an extraamount for QOS deadlines. When 
onsumersmake QOS requests they are typi
ally willing topay the extra 
harge in return for the reliableservi
e. This also in
ludes issues su
h as: leas-ing, bulk pur
hases and reservations.

4 A Higher level Servi
e basedon GreedIn this and the subsequent se
tions, we will presenta prototype implementation of a higher level servi
ewe have built that would use the Greed framework.We have modeled the Greed framework in a

ordan
ewith existing Globus standards, i.e., providing an e
o-nomi
 middleware upon whi
h a variety of servi
es
an be built. This provides the ne
essary �exibilityand extensibility.Various business models 
an be built based on theGreed middleware. A few examples are: A MarketModel, An Au
tion Model, and A Business TenderModel. In the subsequent se
tion, we will present theprototype of a business tender model that we havebuilt.4.1 Buyer's Market - A Business Ten-der ModelIn this se
tion, we will present a des
ription of aBuyer's market, a tender based business model (Fig-ure 4). This model makes use of the Greed frameworkto build a tender based market, wherein a 
onsumer
olle
ts tenders from di�erent servi
e providers to de-
ide upon a best provider.The 
onsumer 
onsists of an Ad Agen
y that gen-erates an advertisement, a requirement spe
i�
ation,based on the servi
e request. This request is pro-
essed through the Greed framework to obtain the
orresponding 
ost limitations for the servi
e re-quests. The advertisement now 
onsists of the re-quirements and their asso
iated pri
e 
eilings, whi
hare announ
ed using a 
andidate probing te
hniqueto the servi
e providers. This is pro
essed throughthe �Trading� proto
ol of the Greed framework. Inresponse, servi
e providers submit their tenders tothe 
onsumer. The servi
e provider's 
orrespondingGreed 
omponent de
ides the appropriate 
ost for useof its resour
e. The 
onsumer's �Tender Pro
essingUnit� gathers all submitted tenders and performs amat
h against its own spe
i�
ation in order to obtaina suitable servi
e provider. It might happen that nosuitable 
andidate is obtained during the mat
hing7
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Figure 4: A Buyer's Marketpro
ess. In su
h a 
ase, the 
onsumer typi
ally re-vises its spe
i�
ation by repeating the above pro
ess.On
e a servi
e provider has been identi�ed, the a
-
ounting and the payment pro
edures are initiatedthrough the Greed framework, whi
h is responsiblefor keeping tra
k of balan
e, overdue, et
. Finally,the servi
e is availed by the 
onsumer.Based on this model, a variety of systems 
an bebuilt that provide various servi
es.4.2 A Case StudyA variety of appli
ations, in diverse domains in grids,
an be built based on the business tender model. Afew domains of appli
ability are:� The Globus Computational Grid - The 
om-putational Grid is an environment where 
ompu-tational jobs are s
heduled a
ross multiple sitesthat are spread a
ross the grid. In su
h an envi-ronment, a 
ompute resour
e broker 
an be built,based on the business tender model, that appliese
onomi
 prin
iples based on the Greed middle-ware.� The Globus Data Grid - The Data Grid [14℄is an environment where massive storage devi
es

are spread a
ross the grid. For su
h an envi-ronment, a storage resour
e broker 
an be builtbased on the tender model.In the following se
tions, we will dis
uss the proto-type implementation of a storage resour
e broker forthe Globus Data Grid based on business tender modeland the Greed middleware.4.2.1 Storage Resour
e BrokerA data grid provides an environment where a 
ommu-nity of resear
hers, with 
ommon interests, 
an shareand a

ess data sets e�
iently a
ross the network. Insu
h a s
enario, it is quite 
ommon for resear
hersto maintain repli
as of data sets in lo
ations thatprovide good performan
e 
hara
teristi
s. A storagebroker is an entity that attempts to �nd a suitablestorage repli
a server based on an appli
ation's re-quirements. The storage broker 
an be viewed as ahigher-level servi
e that is based on the Globus Mid-dleware toolkit. The storage broker presented hereworks on the �Tender Model�. In this se
tion, we willpresent brie�y, the ar
hite
ture ne
essary to realizethe above mentioned s
enario.The appli
ation, at the 
lient end, presents a Clas-sAd [15℄, a resour
e spe
i�
ation language, to thestorage broker, representing its requirements andspe
i�
ations. The broker 
onta
ts the Greed frame-work to de
ide upon a 
ost that the 
lient is wil-ing to pay, thus applying pri
ing and plan generations
hemes a

ording to the Greed middleware. Thebroker then performs 
andidate probing on a set ofrepli
a servers in the Globus Data Grid environment.The 
andidate probing me
hanism intera
ts 
loselywith the trading me
hanism in the Greed middle-ware. Trading usually involves negotiations between
lient and server and requires identi�
ation of andagreement on 
ommuni
ation proto
ols that will beused for su
h intera
tion. In this 
ase, we have 
hosenthe LDAP [13℄, a light weight dire
tory a

ess pro-to
ol, often used to a

ess and retrieve informationfrom dire
tory stru
tures in a grid environment. Thebroker announ
es the requirement of the appli
ationto a 
olle
tion of repli
a servers by dispat
hing LDAPprobes. Repli
a servers submit their bids in response8



to the probes. The bid 
omprises the servers' 
ostspe
i�
ations, obtained through their Greed 
ompo-nents and also information about their storage 
apa-bilities su
h as: available spa
e, transfer bandwidths,seek times, their requirements (poli
ies using whi
htheir resour
e 
an be used), et
. The broker 
an nowperform a mat
h of the appli
ation ClassAd againstthe list of ClassAds obtained. The mat
hing takesinto 
onsideration the 
ost spe
i�
ations of both par-ties and returns the best mat
h based on the rankvalue of the mat
h, i.e., the appli
ation 
an spe
ifya rank value in its ClassAd that asso
iates a higherpriority to a repli
a server with better transfer rates,or one that 
harges a lower 
ost. Both 
onsumer andservi
e provider perform the a

ounting, billing andpayment pro
esses. Of 
ourse this is not as simple asmentioned here and involves 
omplex 
harging andauthorization s
hemes. On
e the storage repli
a hasbeen identi�ed, transfer or a

ess 
an be a
hievedusing, high speed �le transfers like, GSIFTP [6℄ pro-
edures.An in-depth des
ription of the ar
hite
ture of thestorage resour
e broker 
an be found in [19℄.5 Con
lusionIn this paper, we presented a proposal for a generi
interfa
e for the in
orporation of e
onomi
 modelsinto the Globus grid middleware servi
es. We intro-du
ed the notion of Greed, a Grid E
onomi
 EngineDire
tive, that en
ompasses e
onomi
 models appli-
able to the meta
omputing s
enario and presenteda set of possible metri
s that have to be 
onsideredwhile building the framework. We also dis
ussed, atender based business model and an example storagebroker appli
ation that we have built for the GlobusData Grid using the Greed framework.A
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